
Non-destructive images at the bottom interfaces

Magnetic tunnel junctions
Two distinctive junctions with high and low TMR ratios :

Non-destructive imaging through 10 nm Ta

Non-destructive imaging through 60 nm Ta
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Cross-sectional image of MRAM Aims of this study 

Sample growth by sputtering (HiTUS)
・ Ta (5) / Ru (5) / W (0.5) / Ta (5)
・ Ta (5) / Ru (5) / W (0.5) / Ta (10)
・ Ta (5) / Pt (0.5) / Ta (60)

Tungsten is the heavy metal.

CASINO electron flight simulations [4]

・ Landing position of an electron is calculated using

(0 ≤ R ≤ 1, random number)

・ For inelastic scattering, the separation between two 
successive collisions (S) with an electron-beam at 
E keV can be calculated as

(C, F, J, k and Z: material constants, 
r: density of a material and 
L: distance between elastic 
scattering)

[2] http://electroiq.com/insights-from-leading-edge/2014/01/

• Cross-sectional sample fabrication induced strain.
• Non-destructive evaluation is required.
• Defects should be detected in nm resolution

[1] https://www.everspin.com/

Imaging process for buried interfaces : [3]

1.Simulate electron flights in a multilayered structure at a series of decelerated 
electron-beam.

2.Select representative electron-beam for imaging.

3.Subtract and compare images taken at different electron-beam voltages to highlight 
any features appeared at each interface.

[3] A. Hirohataet al., Nat. Commun. 7, 12701 (2016).
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Confirm the resolution of dispersed nano-particle 
by using non-destructive technique.

[4] D. Drouin et al., Scanning 29, 92 (2007).
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the width of both first and last regions in the case of
vertical planes, to a value much larger than the electron
penetration depth in the sample.

Each of the added layers then needs to be matched to
a chemical composition. This operation is easily done
by “double-clicking” on the layer and then entering
directly the chemical formula (SiO2 for SiO2) or the
atomic or weight fraction of each element present. The
software will calculate an average density based on the
weight fraction of each element, but it is recommended
to use known density values in g/cm3, if available.
A library function allows the user to store special
compositions, for uncommon alloys and compounds.

Electron Trajectory Calculation

The main part of a Monte Carlo program is the sim-
ulation of a complete electron trajectory. This section
describes the different steps and physical models used
by CASINO to calculate electron trajectories.

Different physical models are preprogrammed, so
expert users can set them using the Simulation/Change
Physical Models according to their different prefer-
ences. The present work uses the default values.

The tool is intended to represent, as accurately as
possible, the actual interaction conditions in SEMs.
Modern electron optics and advanced electron sources
such as field emission can achieve subnanometer
image resolution on the sample. CASINO assumes a
Gaussian-shaped electron beam, where the user can
specify the electron-beam diameter of their instrument,
d , representing 99.9% of the total distribution of elec-
trons. The actual landing position of the electron on the
sample is thus calculated using eq(1):

X0 = d
√

log(R1)

2 × 1.65
× cos(2πR2)

Y0 = d
√

log(R1)

2 × 1.65
× cos(2πR3) (1)

where Rx are random numbers uniformly distributed
between 0 and 1.

The initial penetration angle is fixed by the user, and
no scattering angle is initially calculated. The distance
between two successive collisions is evaluated using
the equations:

L = −λel log(R4)[nm] (2)
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where Ci , Ai are the weight fraction and atomic weight
of element i , respectively, ρ is the density of the
region (g/cm3) and N0 the Avogadro’s constant. The
value of the total cross-section (Mott and Massey

1949, Czyzewski et al . 1990), σi (nm2), for each
chemical element of the region is determined using the
precalculated and tabulated value (Drouin et al ., 1997).

This program neglects the effect of inelastic scatter-
ing on electron deviation and groups all the electron
energy loss events in a continuous energy loss function
(Joy and Luo, 1989). With this assumption, the energy,
in keV, between collisions can be calculated using the
following equations:

Ei+1 = Ei + dE
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where Zj and Jj are atomic number and mean ionization
potential of element j , respectively. Kj is a variable only
dependant of Zj (Gauvin and L’Espérance 1992).

The elastic collision angle is determined using pre-
calculated values of partial elastic cross-section and a
random number (Drouin et al ., 1997). For regions con-
taining multiple chemical elements, the atom responsi-
ble for the electron deviation is determined using the
total cross-section ratio (Hovington et al . 1997).

These steps are repeated until the electron energy
is less than 50 eV or the electron escapes the surface
of the sample and is recorded as a backscattered
electron (BE). The default minimum energy can be
adjusted using Simulation/Options; however, it is not
recommended to use a value lower than 50 eV. Most
of the default physical models used are not accurate
below 50 eV, but higher values can be set by the user
in order to speed up the calculation.

As the electron travels within the sample, the pro-
gram will correct the trajectories while crossing the
interface between two regions. In this case, no angu-
lar deviation is calculated and a new random number is
generated to calculate the distance, L, in the new region.
Using the same random number to calculate L when the
electron trajectory is crossing an interface will intro-
duce an artifact within the electron trajectory compared
to the green line, where a new random number was used
when an electron trajectory was crossing an interface.
This method produces a more reliable distribution of
the maximum depth of electrons in homogeneous and
multilayer samples of the same chemical composition
compared to using the same random number to calcu-
late L in each new region.

Representation of Collected Data

Once the electron trajectories are simulated in the
material, a large amount of information can be derived
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5 nm Ta

• Electron beam reaches W 
at 0.9 keV.

• Electron beam reaches 
bottom of W at 1.1 keV.

• Electron beam reaches W 
at 1.3 keV.

• Electron beam reaches 
bottom of W at 1.5 keV.

10 nm Ta

Non-destructive imaging through 5 nm Ta
Acceleration of 0.9 keV : 

* Scale : 100 nm, Magnification : 40,000

Acceleration of 1.1 keV : 

Subtraction between images taken at 1.0 and 1.2 keV : 

* Scale : 100 nm, Magnification : 40,000

• Maximum particle diameter : 110 nm
• Minimum particle diameter : < 10 nm
• Confirm some dispersed particles.
• Size distributions can be obtained.

Subtraction between images taken at 1.4 and 1.5 keV : 

* Scale : 100 nm, Magnification : 70,000

• Maximum particle diameter : 67 nm
• Minimum particle diameter : 6.8 nm

* Scale : 100 nm, Magnification : 200,000

• Maximum particle diameter : 36 nm
• Minimum particle diameter : 11 nm

Subtraction between images taken at 4.7 and 5.0 keV : 
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Cross-sectional images
Two distinctive junctions with high and low TMR ratios :

Junction with high TMR ratio Junction with low TMR ratio

High TMR – Interface between CoFeB (10) / MgO (2)
16.6 – 16.4 keV 16.6 – 16.5 keV

Low TMR – Interface between CoFeB (10) / MgO (2)

Au

SiO2 SiO2

Si/SiO2

Ta
Ru
Ta

CoFeB
MgO
CoFeB
Ta
Ru
Ti

Some pinholes observed only for the high TMR pillars.

Non-destructive images at the top interfaces
High TMR – Interface between CoFeB (10) / MgO (2)

Low TMR – Interface between CoFeB (10) / MgO (2)

Au

SiO2 SiO2

Si/SiO2

Ta
Ru
Ta

CoFeB
MgO
CoFeB
Ta
Ru
Ti

Some pinholes observed only for the high TMR pillars.

16.4 – 16.2 keV 16.3 – 16.2 keV

Summary
• We have successfully developed a new non-destructive 
method to image buried junctions.

• By controlling the electron-beam energy, we have 
demonstrated the contrast imaging of buried interfaces at 
a controlled depth.

• We can resolve particles in ~ 7 nm in size below 10 nm 
thick over layers.
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